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Introduction
❏ Homography estimation for aligning test document images (contains user-filled 

information) with a template document (unfilled document) for efficient information 
extraction from documents.

❏ Propose a novel, robust and memory efficient algorithm for keypoint extraction from 
scanned or camera-captured document images. 

❏ Uses distinct tips in the individual characters of the document.

❏ Keypoint correspondences between the template and test documents used to estimate 
homography. The test document is aligned with the template. Fields in the test document 
are extracted. 

❏ The extracted text (printed and handwritten) is then read using pre-existing works.



Motivation
❏ Question. How can we get the information added by hundreds of users on forms like 

insurance forms, bank receipts, job application forms etc. through their images in an 
automated process?

❏ For facilitating fast retrieval of information, digitization is being used in every aspect of 
industry. 
❏ Machinery logs in factories
❏ Contracts in government offices.
❏ Scanned or camera-captured document images such as bank receipts, insurance claim forms 

etc.

❏ Scanned or camera-captured documents have variations in orientations and 
illumination, which cause automated information retrieval systems to be prone to errors 
thereby requiring manual intervention.

❏ Document alignment reduces errors in automated information extraction and also 
reduces time and costs for digitization of scanned documents since no manual 
intervention is involved.



Related Work
❏ Why develop specialized techniques for documents? There are already numerous image 

alignment techniques in the literature.
❏ Direct pixel-based: Lucas Kanade’s Optical Flow [1], Lucey et al’s work [2] 
❏ Feature-based: SIFT [3], ORB [4] descriptors.

❏ Some other works that focus explicitly on alignment of documents.
❏ Takeda et al [5] uses the centroids of words in the document to compute the features.
❏ Block et al [6] exploited structures in the text document like punctuation characters as keypoints 

for document mosaicing
❏ Royer et al [7] explored keypoint selection methods which reduces the number of extracted 

keypoints for improved document image matching.

❏ Other relevant works that have been used for image alignment.
❏ Rocco et al [8] proposed an end-to-end architecture for learning affine transformations without 

manual annotation through a siamese architecture.
❏ DeTone et al [9] devised a DNN to estimate the displacements between the four corners of the 

original and perturbed images in a supervised manner, and map it to the corresponding 
homography matrix.

❏ Nguyen et al [10] trains a CNN for unsupervised learning of planar homographies, achieving 
faster inference and superior performance compared to the supervised counterparts.



Figure 2. Keypoint detection using the ORB descriptor in straight and rotated images

Figure 1. Keypoint detection using the SIFT descriptor in straight and rotated images



Contributions

❏ Propose a novel, fast and memory efficient algorithm for robust character based 
unambiguous keypoint detection, extracted using a standard OCR like Tesseract.

❏ Demonstrate how existing homography estimation approaches perform poorly when 
extended to scanned or camera-captured document images. The limitations were 
analyzed to come up with our methodology.

❏ We show the effectiveness of our proposed approach using information extraction from 
two real world anonymized datasets comprised of health insurance claim forms.



Approach

Figure 3. Flowchart showing the entire pipeline for information extraction from 
scanned or camera-captured document images



Approach (Contd..)
❏ Take the template and test document images. Resize them to 1600px x 2400px. Then, 

threshold the images. Thresholding allows us to mitigate the impact of illumination variations.

❏ Form lists of characters with distinct left, right, top and bottom tip points. For example, 
characters such as 'A', 'V', 'T', 'Y', '4', 'v', 'w' etc. have a distinct left tip, and characters like 'V', 
'T', 'L', 'Y', '7', 'r' etc. have a distinct right tip.

❏ Run an OCR engine like Tesseract to detect words in the template and test documents along 
the their bounding box coordinates. Look for words beginning or ending with the characters in 
the 4 lists mentioned in the previous step.

❏ Select such words in the template document. Use neighbourhood information to find accurate 
corresponding words in the test document.

❏ Find connected components in the bounding boxes of the words. Extract keypoints in the first, 
last or both the components depending on the characters present at these positions in the 
corresponding words. The keypoints will be the distinct tip points present in these characters.



Approach (Contd..)
❏ Use the corresponding keypoints obtained to estimate the homography. Then, align the test 

document image with the template document image.

❏ The user must mark bounding boxes around the fields to be extracted in the template document 
image. Corresponding fields are automatically extracted in the test document images.

❏ The extracted fields could be printed or handwritten text. Train binary classifier to distinguish 
printed and handwritten text patches. 

❏ Printed text is recognized using an OCR such as Tesseract in our case.
 

❏ For handwritten text, we used both the Google Vision API and our own HTR model [13] for 
recognition. Their accuracies have been compared in tables in the results section later.



Approach (Contd..)

Figure 4. Left, right, top and bottom tips are shown for some of the 
characters included in the begCharList, endCharList, topCharList and 
bottomCharList respectively.



Experimental Dataset
❏ Evaluated our proposed approach on two real world anonymized document datasets:

❏ The first dataset (Insurance1): 15 insurance claim forms and one corresponding empty template 
form.

❏ The second dataset (Insurance2): 15 life insurance application forms and one corresponding 
empty template form.

❏ Datasets contain variations in illumination, different backgrounds like wooden table and affine 
transformed document images.

Test Image Test ImageTemplate Image Template Image



Experimental Details

❏ Alignment is followed by text field retrieval and classification of the text into printed or 
handwritten. We train a 5-layer CNN.
❏ Patches of printed text obtained from text lines detected by CTPN [11] on a separate dataset, 

and patches of handwritten text obtained from the IAM dataset [12].
❏ We obtain a test accuracy of 98.5% on the combination of the 2 datasets used for experiments.

❏ Our algorithm is able to handle translations, rotations, and scaling of the test documents.
❏ For rotations, the system performance is unaffected for rotations upto ±7 degrees in the x-y 

plane of the image. 
❏ Horizontal and vertical translations range in between ±40% of the document width and height 

respectively. 
❏ For our datasets, scaling works perfectly when the width and height are varied from 50% to 

200% of their original values.



Results

Figure 6. Qualitative results for document alignment(1c)
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Results

Table 1 Table 2



Conclusion
❏ We proposed a character keypoint-based approach for homography estimation using textual 

information present in the document to address the problem of image alignment, for scanned or 
camera-captured textual document images.

❏ We cannot use the contemporary machine learning and deep learning algorithms since such 
documents do not have smooth pixel intensity gradients for warp estimation. 

❏ Feature descriptors like SIFT, ORB etc. produce a large number of inconsistent keypoints due 
to sharp textual edges producing inaccurate keypoint correspondences.

❏ To address these limitations, we create an automated system which takes an empty template 
document image and the corresponding filled test document, and aligns the test document with 
the template for extraction and analysis of textual fields.

❏ The experiments, which were conducted on two real world datasets, support the viability of our 
approach.
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