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Pre-Processing

OpenCV Adaptive Threshold (OSTU)
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Network Structure (FishNet)

SUN, Shuyang, et al. Fishnet: A versatile backbone for image, region, and pixel level prediction. In: 
Advances in Neural Information Processing Systems. 2018. p. 754-764.
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Anchor-Free Based Method (EAST)

nFor each point, there are two loss parts: classification score and bounding box 
regression. 

nFor classification score map, we use 

• Origin (balanced-CE) • Ours (Dice loss)

Original 
EAST

Our 
modification

80.7 84.0

UnKnown 86.2

Results on ICDAR 2015
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Post-Processing

NMS

Score Map LANMS, Score Map
Elongation and Shortening

LANMS
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Detection Results
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Synthesis Data
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True Data
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Improved SAR

n Improved SAR is a seq2seq model with 2d attention

LI, Hui, et al. Show, attend and read: A simple and strong baseline for irregular text recognition. In: 
Proceedings of the AAAI Conference on Artificial Intelligence. 2019. p. 8610-8617.

Original 
SAR

Our 
modification

91.6% 93.8%

Results on IIIT-5K
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Attention Dr ifting

Example 1 Example 2
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Other  Issues

Space Issue
Error
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Key Information Extraction

nRegular  Expressions
 

n Patience is all you need

• address 64

• company 31

• total 74

• date 38
Types of  “date”
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Learnt Lessons

nDiving into the data 
nAttention dr ifting is a ser ious problem in text recognition
nHigh-resolution is effective in text detection
nMulti-scale predictions help
n Pretrained model helps improve final performance
nHigh-quality synthesis data is impor tant for  recognition (1.0% )
nModel ensemble helps both in detetion and recognition (0.5%)
n Patience is all you need
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MASTER: Multi-Aspect non-local network for  Scene TExt Recognition

MASTER: Multi-Aspect non-local network for Scene TExt Recognition, Ning Lu, Wenwen Yu, 
Xianbiao Qi, Yihao Chen, Ping Gong and Rong Xiao, Arxiv 2019.
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MASTER Results

MASTER: Multi-Aspect non-local network for Scene TExt Recognition, Ning Lu, Wenwen Yu, 
Xianbiao Qi, Yihao Chen, Ping Gong and Rong Xiao, Arxiv 2019.
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